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Wouldn't the sentence "I want to put a hyphen between 
the words Fish and And and And and Chips in my Fish-
And-Chips sign" have been clearer if quotation marks 
had been placed before Fish, and between Fish and and, 
and and and And, and And and and, and and and And, 
and And and and, and and and Chips, as well as after 
Chips? 
  -Martin Gardner (1914-2010) 

Motivation 
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The cat walks across the table. 

The word cat derives from Old English. 

[cat] 

The use-mention distinction, briefly: 

Kitten picture from 
http://www.dailymail.co.uk/news/article-1311461/A-tabby-marks-spelling.html 
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Kitten picture from 
http://www.dailymail.co.uk/news/article-1311461/A-tabby-marks-spelling.html 

If everything was as well-labeled as this kitten… 

However, the world is generally not so well-labeled. 

The cat walks across the table. 

The word cat derives from Old English. 
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Observations: Speaking or writing 
about language (or communication) 
When we write or speak about language or 
communication: 

¤ We convey very direct, salient information about the 
message. 

¤ We tend to be instructive, and we (often) try to be 
easily understood. 

¤ We clarify the meaning of language or symbols we (or 
our audience) use. 

Language technologies currently do not capture this 
information. 

8 



Two forms of metalanguage 
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Metalanguage 

Mentioned 
Language 

Artifact Reference 



Artifact reference? 
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Informative writing often contains references to 
communicative artifacts (CAs): entities produced in a 
document that are intended to communicate a message 
and/or convey information. 



Motivation 
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¨  Communication in a document is 
not chiefly linear. 

¨  Links to CAs are often implicit. 
¨  References to CAs affect the 

practical value of the passages 
that contain them. 

¨  The references can serve as 
conduits for other NLP tasks: 
¤ Artifact labeling 
¤  Summarization 
¤ Document layout generation 



How does this connect to existing NLP 
research? 
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¨  Coreference resolution: Strikingly similar, but… 
¤ CAs and artifact references aren’t coreferent 
¤ CAs are not restricted to noun phrases (or textual entities) 
¤ Coreference resolvers do not work for connecting CAs to 

artifact references 

¨  Shell noun resolution: Some overlap, but… 
¤ Neither artifact references nor shell nouns subsume each 

other 
¤ Shell noun referents are necessarily textual entities 



Approach 
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¨  We wanted to start with human-
labeled artifact references, but 
directly labeling them was difficult. 

¨  Instead: we focused on labeling 
word senses of nouns that 
frequently appeared in 
“candidate phrases” that 
suggested artifact reference. 

¨  In progress: work to identify 
artifact references in text. 

raw text 

artifact 
senses 

artifact 
references 



Sources of text 
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1.  Wikibooks: all English books with printable versions 
2.  Wikipedia: 500 random English articles, excluding 

disambiguation and stub pages 
3.  Privacy Policies: a corpus collected by the Usable 

Privacy Policy Project to reflect Alexa’s assessment of 
the internet’s most popular sites 



Candidate collection: What phrases 
suggest artifact reference? 
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Candidate phrases were 
collected by matching phrase 
patterns to dependency parses. 
 
Nouns in these patterns were 
ranked by frequency in the 
corpora, and all their potential 
word senses were extracted 
from WordNet. 

this [noun] 
that [noun] 
these [noun] 
those [noun] 
above [noun] 
below [noun] 



Most frequent lemmas in candidate 
instances 

16 



Manual labeling of word senses 
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¨  Word senses (synsets) were gathered from 
WordNet for the most frequent lemmas in each 
corpus. 

¨  Each selected synset was labeled positive (capable 
of referring to an artifact) or negative (not 
capable) by two human readers. 

¨  The human readers judged each synset by applying 
a rubric to its definition. 
¤ Table as a structure for figures is a positive instance 
¤ Table as a piece of furniture is a negative instance 



Lemma sampling 
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¨  High rank set of synsets: those synsets associated 
with high-frequency lemmas. 

¨  Broad rank set of synsets: those synsets associated 
with a random sample of 25% of the most frequent 
lemmas. 

(positive synsets / negative synsets) 



Automatic labeling: What do we want 
to know? 
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¨  How difficult is it to automatically label CA senses if 
a classifier is trained with data… 
¤  from the same corpus? 
¤  from a different corpus? 

¨  For intra-corpus training and testing, does classifier 
performance differ between corpora? 

¨  Are correct labels harder to predict for the broad 
rank set than for the high rank set? 



Features 
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Preliminary experiments led to the selection of a logistic 
regression classifier. 



Automatic labeling: Evaluation on high 
rank sets 
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precision/recall/accuracy 
¨  Shaded boxes: overlapping synsets included 
¨  Accuracy: generally .8 or higher 



Automatic labeling: Evaluation on 
broad rank sets 
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¨  There were few positive instances in the testing 
data: take these results with a grain of salt. 

¨  Performance was generally lower, suggesting 
different CA characteristics for the broad rank sets. 



ROC curves 
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Horizontal axis:  
false positive rate 
Vertical axis:  
true positive rate 

privacy policies Wikibooks 

Wikipedia 



Feature ranking – Information gain 
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Revisiting the questions 
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¨  How difficult is it to automatically label CA senses if 
a classifier is trained with data… 
¤  from the same corpus? (difficult, but practical?) 
¤  from a different corpus? (slightly more difficult) 

¨  For intra-corpus training and testing, does classifier 
performance differ between corpora? (yes: 
Wikipedia appeared the most difficult) 

¨  Are correct labels harder to predict for the broad 
rank set than for the high rank set? (yes) 



Potential future work 
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¨  Supersense tagging specifically for artifact 
reference 
¤ WordNet’s noun.communication supersense set is not 

appropriate for artifact reference 

¨  Resolution of referents 
¤ Where is the referent relative to the artifact reference? 
¤ What type of referent is it? The sense of the referring 

lemma is a big clue 

¨  Supersense tagging plus resolution as mutual sieves 



Publications on metalanguage 
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Processing pipeline 
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Labeling rubric and examples 
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Feature ranking – Information gain 
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