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Motivation

Wouldn't the sentence "I want to put a hyphen between
the words Fish and And and And and Chips in my Fish-
And-Chips sign" have been clearer if quotation marks
had been placed before Fish, and between Fish and and,
and and and And, and And and and, and and and And,
and And and and, and and and Chips, as welI as c:ffer

Chips? w0 I
-Martin Gardner (1914-2010)




The use-mention distinction, briefly:

The|cal walks across the table.

The word|caf derives from Old English.

Kitten picture from
http:/ /www.dailymail.co.uk /news/article-1311461 /A-tabby-marks-spelling.html



If everything was as well-labeled as this kitten...

The|cal walks across the table.

The word|caf derives from Old English.

However, the world is generally not so well-labeled.

Kitten picture from
http:/ /www.dailymail.co.uk /news/article-1311461 /A-tabby-marks-spelling.html



Observations: Speaking or writing
about language (or communication)

When we write or speak about language or
communication:

We convey very direct, salient information about the
message.

We tend to be instructive, and we (often) try to be
easily understood.

We clarify the meaning of language or symbols we (or
our audience) use.

Language technologies currently do not capture this
information.



Two forms of metalanguage
I

Mentioned
Language
Metalanguage
E Artifact Reference l




Artifact reference?

Category Examples

Many of the resources listed elsewhere 1n this section have. ..

Structural In this chapter, we will show you how to draw...

Consider these sentences: [followed by example sentences]

[lustrative [[following a source code fragment] ...the first time the computer
sees this statement, ‘a’ 1s zero, so 1t is less than 10.

Utilizing this idea, subunit analogies were invented. ..

Discourse - , —~ -
In this case, you’ve narrowed the topic down to “Badges.

Non-Artifact |[Devices similar to resistors turn this energy into light, motion. ..

Reference |What type of things does a person in that career field know?

Informative writing often contains references to
communicative artifacts (CAs): entities produced in a
document that are intended to communicate a message
and /or convey information.



Motivation

Communication in a document is
not chiefly linear.

Links to CAs are often implicit.

References to CAs affect the
practical value of the passages
that contain them.

The references can serve as
conduits for other NLP tasks:

Artifact labeling
Summarization

Document layout generation

(HTML oo

Figure 1. Pipeline used to process the corpoea.

(described in 4.1) collected promising
from corpora of documents sampled from Wiki-

mmas

books, Wikipedia, and website privacy policies
A manual labeling procedure (in 4.2) resulted in
synset labels agreed upon by multiple annotators.

4.1 Processing Pipeline

An eventual goal of this research s 10 link CA
references with their referents, and a processing
pipeline was constructed to retain document fea
tures which enable that task. Although CA refer-

ence-referent linking is not a contribution of this
paper, we discuss a pipeline that enables CA in-

ventorying for two reasons. First, it illuminates

the procedure used 1o collect lemmas for sense

labels Second, it shows a method f

ing valuable information on orthographically-
structured (non-discourse) CAs in web docu-
ments while processing text. Such information is
generally discarded by text processing pipelines
Figure | shows the stages of the pipeline. The
input consists of corpus documents in an HTML
format (or if HTML is unavailable, plaintext).
Documents are processed by a Markdown con-
by Gruber and Swartz (2006),
which preserves the orthe

verter writl,

raphic organization of

the text while simplifyin nt 1o the
extent that it can (if desired) be read as plaintext
For example, items such as titles, section
tables, and block quotations are shown in the
ASClH
symbols (e.g., asterisks for bullet points, hashes
around section headers), but all HTML is re-

lists,

output of the Markdown converter usis

moved. Inventorying the orthographically-
structured CAs then becomes a simple matter of
Markdown syntax and recording charac

parsing
ter indices where each CA begins and ends. This

approach avoids the construction of a much more

Staistic __fpei kipedia |

Docements 1010 0
Words 2646864 720013
Cand. Phrases 34181 2

Table 2. Statistics on each of the three corpora.

complex parser 1o directly handle the vanability
and complexity of CAs represented in HTML
After conversion to Markdown, boilerplate
text is discarded and the remaining passages are
ged and parsed using Stanford

peech tagg

part of

CoreNLP (Socher et al., 2013; Toutanova et al
2003). Candidate phrases for CA reference are
then identified using dependency templates. The.

se templates identify noun phrases beg
with demonstratives this, that, these, and th
such phrases were identified as fertile for CA

reference in previous work. Two more templates.
noun phrases containing above and b
new 1o the present work. From the candidate

L were

phrases, candidate CA-referential nouns were

watized, and ranked by frequency
The prior study noted an informal correlation

between  lemma ncy in the candidate

phrases and fentility for CA reference; however,

it remained unclear whether less frequent CA

referential lemmas would have different quali

ties. For that reason, and because labeling word
senses for all candidate nouns was infeasible
lemmas were sampled in two ways for further
examination. The first was a “high-rank” sam

pling of the most frequent lemmas, continuing

down the ranks until the selected lem
collectively responsible for at least 200 synsets.

s were

The second was a smaller “broad rank™ random
sampling of 25% of the 100 most frequent lem:

mas. Care was taken to avoid any overlap be

tween the broad rank and high rank lemma sets.
Table 2 shows descriptive statistics for each of
the corpora. Documents were selected for inclu-
sion in the corpora on the followt
« Privacy Policies (PP): a corp
Liu, et al. (2

4) to reflect Alexa'’s assess-

ment of the intemet's most popular sites

* Wikibooks (WB). all English books with
printable versions

* Wikipedia (WP): random English aricles,
excluding disambiguation and stub pages

* The procedure differed slight

for Wikibooks. Its
h rank sample consi n

e 27 most frequent
) prior
study. Those labels are reused in the peesent work

lemmas, whose




How does this connect to existing NLP
research?

Coreference resolution: Strikingly similar, but...
CAs and artifact references aren’t coreferent
CAs are not restricted to noun phrases (or textual entities)
Coreference resolvers do not work for connecting CAs to
artifact references

Shell noun resolution: Some overlap, but...

Neither artifact references nor shell nouns subsume each
other

Shell noun referents are necessarily textual entities



Approach
s

7 We wanted to start with human-
labeled artifact references, but

directly labeling them was difficult.

0 Instead: we focused on labeling
word senses of nouns that

frequently appeared in
“candidate phrases” that

suggested artifact reference.

0 In progress: work to identify
artifact references in text.

raw fext

artifact
senses

artifact

references




Sources of text

Wikibooks: all English books with printable versions

Wikipedia: 500 random English articles, excluding
disambiguation and stub pages

Privacy Policies: a corpus collected by the Usable
Privacy Policy Project to reflect Alexa’s assessment of
the internet’s most popular sites

Statistic Privacy Policied Wikipedia | Wikibooks
Documents 1010 500 149
Words 2646864 720013 5429978
Cand. Phrases 34181 2371 47546




Candidate collection: What phrases
suggest artifact reference?

Candidate phrases were

collected by matching phrase this [noun]
patterns to dependency parses.
that [noun]

Nouns in these patterns were these [noun]

ranked by frequency in the those [noun]

rpora, and all their potential
corpora, and all their potentia above [noun]

word senses were extracted
from WordNet. below [noun]




Most frequent lemmas in candidate

instances
Privacy Policies Wikibooks Wikipedia
Lemma Freq.|Lemma  Freq.|Lemma Freq.
policy 5945(case 790|page 535
information 3862|license 687]article 168
site 2151|book 686|time 67
website 1233|page 574|year 27
statement 859|example  515|period 21
party 852|section 486] list 18
company 720 way 385|case 15
cookie 638|type 363]|section 15
service 585]point 344|1issue 15
page 462 equation  337|game 15




Manual labeling of word senses

Word senses (synsets) were gathered from
WordNet for the most frequent lemmas in each
corpus.

Each selected synset was labeled positive (capable
of referring to an artifact) or negative (not
capable) by two human readers.

The human readers judged each synset by applying
a rubric to its definition.
Table as a structure for figures is a positive instance

Table as a piece of furniture is a negative instance



Lemma sampling

High rank set of synsets: those synsets associated
with high-frequency lemmas.

Broad rank set of synsets: those synsets associated
with a random sample of 25% of the most frequent

lemmas.

Set Name PP WB WP
High Rank [205 (35/170)|200 (62/138)]200 (28/172)

Broad Rank| 57 (21/36) | 93 (16/77) |136 (26/110)

(positive synsets / negative synsets)



Automatic labeling: What do we want
to know?

How difficult is it to automatically label CA senses if
a classifier is trained with data...

from the same corpus?
from a different corpus?

For intra-corpus training and testing, does classifier
performance differ between corpora?

Are correct labels harder to predict for the broad
rank set than for the high rank set?



Features

Name (Type) Description
ss_rank Rank of synset for its namesake lemma
(numeric) (e.g., 2 for section.n.02)
ss_depth Length of shortest hypernym chain from
(numeric) the instance-synset to the noun root synset

Presence of synset in the shortest
hypernym chain from the instance-synset

to the root noun synset

hyper synset
(binary)

Presence of word 1n the stance-synset’s

gloss-self word (binary) definition

Presence of word 1in the definitions of the

gloss-hypo_word (b1nary1 instance-synset’s hyponyms

Preliminary experiments led to the selection of a logistic
regression classifier.



Automatic labeling: Evaluation on high

rank sets
Cross-Corpus Training
LOOCV PP WB WP
55/.86/. 94/.43/ 5
| PP | .53/.89/.67 ; 20Dl & &
g 41/.77/.53 | .91/33/49
= N 90/.60/.72 96/.36/.52
§' Do 86/.49/.62 ) 92/.23/37
2l wp| aa/ o 56 80/.43/56 | .57/.86/.69
T 70030042 | .44/.781.56

precision/recall /accuracy

Shaded boxes: overlapping synsets included

Accuracy: generally .8 or higher



Automatic labeling: Evaluation on
broad rank sets

Same Corpus Cross-Corpus Training
(High Rank) PP WB WP
PP | .33/.57/.42 - 36/.71/.48 .55/.86/.67
g ,%1 WB| .61/.69/.65 | .60/.56/.58 - 34/.61/.44
T [WP| 3461744 | 34/.72/46 | 43/.67/.52 -

There were few positive instances in the testing
data: take these results with a grain of salt.

Performance was generally lower, suggesting
different CA characteristics for the broad rank sets.



ROC curves

8.5 6.5

privacy policies Wikibooks

g T
9.5 1

= Horizontal axis:
= false positive rate
Vertical axis:
Wikipedia frue posifive rate

8.5 1




Feature ranking — Information gain

Wikibooks

Info. Gain Feature

18307 hyper communication.n.02
08880 gloss-self written

07950 gloss-hypo written

07077 hyper written communication.n.01
06694 hyper writing.n.02

05398 ss rank

05219 gloss-hypo page

04513 hyper message.n.02

04328 gloss-hypo question

04328 gloss-hypo statement




Revisiting the questions

How difficult is it to automatically label CA senses if
a classifier is trained with data...

from the same corpus? (difficult, but practical?)
from a different corpus? (slightly more difficult)
For intra-corpus training and testing, does classifier

performance differ between corpora? (yes:
Wikipedia appeared the most difficult)

Are correct labels harder to predict for the broad
rank set than for the high rank set? (yes)



Potential future work

Supersense tagging specifically for artifact
reference

WordNet’s noun.communication supersense set is not
appropriate for artifact reference

Resolution of referents

Where is the referent relative to the artifact reference?

What type of referent is it? The sense of the referring
lemma is a big clue

Supersense tagging plus resolution as mutual sieves



Publications on metalanguage

“Determiner-established deixis to communicative artifacts in

pedagogical text”. Shomir Wilson and Jon Oberlander. In Proc. ACL
2014.

“Toward automatic processing of English metalanguage”. Shomir
Wilson. In Proc. IJCNLP 201 3.

“The creation of a corpus of English metalanguage”. Shomir Wilson. In
Proc. ACL 2012.

“In search of the use-mention distinction and its impact on language
processing tasks”. Shomir Wilson. In Proc. CICLing 2011.

“Distinguishing use and mention in natural language”. Shomir Wilson. In
Proc. NAACL HLT SRW 2010.

Shomir Wilson - http://www.cs.cmu.edu/~shomir/ - shomir@cs.cmu.edu






Processing pipeline

passages

Markdown converte

Artifact structure of
document

Parsing and boilerplate filtering

Tokenized / parsed

Noun extraction and lemmatization

Corpus documents
(HTML or plain text)

Passages of sentential
text

Candidate phrases

Candidate CA-
referential lemmas




Labeling rubric and examples

For each synset’s definition, perform
the following:

Imagine instantiating the type

represented by the definition. Judge its
suitability for the following statements.

(1) [an instantiation of the type] is
intended to communicate.

(2) [an instantiation of the type] can
be produced in a document or as a
document to convey information.

If both of the above statements are
coherent, mark 'y' for the definition.

Otherwise, mark 'n'.

y: table.n.0l: a set of data arranged in
rows and columns

n: table.n.02: a piece of furniture

having a smooth flat top that is usually
supported by one or more vertical legs

n: table.n.03: a piece of furniture with
tableware for a meal laid out on it




Feature ranking — Information gain

Info. Gain

Privacy Policies
Feature

Info. Gain

28284
11949
10539
09347
07786
07226
07138
06612
06440
06089

hyper communication.n.02

Wikibooks

Feature

18307

hyper written communication.n.01 .08880

gloss-self written
hyper_abstraction.n.06
hyper writing.n.02

hyper message.n.02
gloss-hypo_written

hyper _object.n.01
gloss-hypo document
hyper physical entity.n.01

Info. Gain

.07950
.07077
.06694
.05398
05219
04513
04328
04328
Wikipedia

Feature

hyper communication.n.02
gloss-self written
gloss-hypo_written

hyper_written communication.n.01
hyper writing.n.02

ss_rank

gloss-hypo page

hyper message.n.02
gloss-hypo_question
gloss-hypo_statement

05860
05860
05860
05529
05529
.04794
.04550
04358
04358
04150

hyper part.n.01
gloss-hypo_issue
gloss-hypo_author
gloss-hypo newspaper
hyper creation.n.02

hyper communication.n.02

gloss-hypo_year
gloss-hypo_bill
gloss-hypo_ publication
hyper product.n.02



